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ABSTRACT
A Classification Model Utilizing Facial Landmark Tracking to Determine Sentence Types

for American Sign Language Recognition
By

Janice Nguyen

Real time ASL language interpreting is lacking and requires additional work in order to

be achieved. To implement an effective real time interpreting model, the linguistic structure

and rules of ASL must be taken into account. In general, ASL has 5 parameters (hand

shape, palm orientation, facial expression, movement, and location relative to the body)

that dictate sign meaning and sentence structure. A majority of ASL interpreting models

are hand shape (gesture) based and lack the integration of facial cues, which are crucial in

ASL to convey tone and distinguish sentence types.

Thus, the integration of facial cues in computer vision based ASL interpreting models

has the potential to improve performance and reliability. With this in mind, we propose a

new sentence classification model based on facial expressions that will supplement current

ASL interpreting models that are hand gesture based. We implement the random forest tree

classifier and support vector machine algorithms that are trained on facial angles to classify

videos of ASL signers signing complete sentences. These facial angles were calculated using

simple trigonometric calculations on facial points derived from the dlib library. This model

is created to work in conjunction with current hand gesture based ASL models to ensure

real time ASL interpreting.

Future directions for this project include designing the model so that it can interpret more

sentence types and potentially interpret multiple people in one frame. With the improvement

of these models, advance technology such as smart devices can be more accessible to hearing-

impaired individuals and help improve building sustainability by improving accessibility of

control of the building’s HVAC systems for hearing impaired individuals.
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CHAPTER 1

Introduction

The task of creating real time ASL interpreting models have been proven to be quite

difficult due to the dynamic nature of ASL. A majority of past ASL interpreting models have

been primarily based on hand gestures and work by tracking the joints of the user’s hands

[28], [27], [32]. However, ASL syntax also considers the user’s facial expressions as a way of

determining meaning. While these models are robust enough to interpret individual signs,

there is lacking performance when it comes to more complex structures such as sentences.

We propose a new way to quantify facial expressions and a new model to preclassify ASL

sentences to be used in conjunction with these current ASL vocabulary interpreting models.

We aim to ensure that the classification model is computational efficient so it can be used

on embedded devices and smart devices that have less computational power than a typical

desktop.

For our project, we propose utilizing the random forest tree classifier and the support

vector machine (SVM) classifier models to build the preclassification model. These models

would be trained on facial angles derived using simple trigonometric calculations. Fur-

thermore, to minimize the amount of computational power needed to run this model, we

implement principal component analysis (PCA) to reduce dimensionality in the number of

features used to train the models.

1



J.Nguyen

1.1 Background

American Sign Language (ASL) is utilized by the deaf community as its primary mode

of communication. However, deaf and hard of hearing individuals are often at risk for

receiving inadequate treatment especially in healthcare due to communication barriers in a

hearing centric society. Even though federal laws mandate hospitals to provide interpreters,

a majority of hospitals opt to use web-based video remote interpreting (VRI), which causes

problems with communication between hearing physicians and hard of hearing patients due

to issues such as poor video call quality, and lack of space in more crowded hospitals for

the patient to sign and see the interpreter [12]. The poor quality of VRI services can

be problematic, especially in emergencies where the patient needs immediate care. Thus,

ongoing research in accurate, real time ASL interpreting models is vital, however progress

towards it is lacking.

1.2 ASL Syntax

ASL has its own unique linguistic structure and rules that dictate the meaning of individ-

ual signs and how to construct certain sentences. For instances, individual sign meaning and

sentence formation is determined by five parameters: hand shape, palm orientation, facial

expression, movement, and location relative to the body [3]. Letters and individual words

tend to relay more on the first 4 parameters to distinguish its meaning. For example, the

sign for ”key” and the sign for ”apple” utilizes the same hand shape, but the differentiating

factor is the placement of the hand relative to the face and body of the signer. On the other

hand, facial expressions play a crucial role in distinguishing the different types of sentences,

especially in the case of asking a question where raising and lowering the eyebrows indicate

different types of questions. There are 8 sentence types present in the ASL language: asser-

tion, negation, rhetorical/statement, topic, What/Where/When/Why/How question, and

Yes/No question [19].
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1.3 Current ASL Models based on Hand Gesture

A majority of current ASL interpreting models are essentially based on a signer’s hand

shape. These models perform ideally at isolating sign meanings, but this often leads to a

limited set of signs that the model can interpret ([34], [30]). Furthermore, these models

perform poorly on more complex structures such as sentences and questions because the

model is aimed towards interpreting individual signs instead of interpreting the meaning

of entire sentences or questions. In cases where sentences have the same hand gestures

but different meanings, the only way to differentiate these sentences is by facial cues. For

example, ”Are you hungry?” and ”You are hungry” have the same hand gestures done in the

same sequence and the only way to differentiate the two sentences is by raising eyebrows to

indicate a yes or no question [19]. Thus the lack of integrating facial expression recognition

can cause poor performance in more complex structures.

1.4 Other Works in Facial Expression in ASL Inter-

preting Models

Other ASL interpreting models based on facial expressions suggest there is potential in

improving real time ASL interpreting integrating facial expressions, but the work in this

field is limited due to the difficult task of tracking the dynamics of the subject’s constantly

changing facial expressions and the potential loss of information from obstruction of the

signer’s hands. Volger et al. addresses this problem by developing a 3D deformable model

tracking system for the purpose of tracking faces of signers while they are signing in a video

[33]. However, this model requires time-consuming preprocessing of data before a model

can be created. Another approach is to determine points on the subjects’ face and classify

types of ASL signs based on that. Nguyen et al. developed a complex algorithm where

21 facial points of a subject’s face was determined and tracked by probabilistic principal
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component analysis and the results of the tracking were classified using a system based on

Hidden Markov Models and another one based on a support vector machine [19]. While this

model performs well, it is computationally expensive and time consuming to train and run

due to its complex calculations.

1.5 Random Forest Classification Tree Model

The random forest classification tree model is a popular machine learning model that has

been used for various classification applications. The model works by creating a forest of

”decision trees” that act like an ensemble. Each tree will vote on what to classify the sample

and the majority vote will be the final classification of the sample [4]. Each tree will have

a set number of nodes and each node will have a set number of branches or choices that is

determined by the hyperparameters of the model. At every node, the features that are taken

into account are randomly chosen from a subset of features, a technique known as bagging.

This is done because each tree is sensitive to the training data, and thus bagging is done

to lower the variance from the sensitivity of each tree [4]. Furthermore, this ensures that

each tree has low correlation with each other which will reduce the chance of overfitting the

model to the training data set. The tree will continue to create new nodes until a decision

is reached or until a max depth is achieved if the tree is limited to a max depth.

1.6 Support Vector Machine

The support vector machine (SVM) model is another popular machine learning model

commonly used for classification purposes. The SVM model works by separating the patterns

and observations between classes. It does this by finding the hyperplane that will separate

the features of an N dimensional space where N is the number of features and maximize the

distance between the hyperplane and the classes. This model works really well in cases where

the number of features is significantly larger than the number of sample cases [23]. SVM
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maximizes the hyperplane by minimizing the cost or in this case, the hinge loss function,

which indicates how well the hyperplane differentiates the features present in the classes in

the dataset.

1.7 Principal Component Analysis (PCA)

A key goal in training and testing these models is to keep run time low and utilize the

least amount of computational power. One way to achieve this is to implement principal

component analysis (PCA) to reduce redundant data. PCA is an mathematical technique

used to reduce the dimensionality in data sets to a smaller number of dimensions called

principal components (PC). In other words, PCA will transform the current data set to a

new coordinate system that will have less variation while maintaining the most amount of

information that can be extract from the data set. This new coordinate system’s axes are

the calculated PC. The number of PCs calculate is determined based on how well the model

performs [31].

1.8 General Proposed Pipeline

The proposed pipeline is shown in the block diagram in Fig. 1.1. The pipeline is essen-

tially split into 3 parts: facial feature extraction, classification model pipeline, and testing.

During the facial feature extraction, frames from the training videos are extracted and un-

dergo data augmentation. Then, we utilized a Python library to detect and extract key facial

points that will be converted into angles and used for the classification model pipeline. The

classification model pipeline includes reducing the dimensionality into PCs using PCA before

using the newly calculated PCs to train the models. In this project, we used the random

forest tree classifier and the SVM to classify the videos based on facial angles. Lastly, the

model is tested using the remaining videos and its performance is evaluated according to its

accuracy, confusion matrix, and execution time.
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Fig. 1.1 – Training workflow for the proposed classification model pipeline.

6 California State University, Los Angeles



CHAPTER 2

Facial Feature Extraction

2.1 Introduction

The goal of this project is to determine a computationally efficient way to preclassify

sentences based on facial expressions. To do so, we need to figure out a way to quantify such

facial cues so that it can be used to train a classification model. Other ASL interpreting

models based on facial expressions have proposed different ways to quantify the facial clues

present in ASL, but the proposed algorithm is often computationally expensive due to the

difficult task of tracking the dynamics of the subject’s constantly changing facial expressions

and the potential loss of information from obstruction of the signer’s hands. Volger et al.

addresses this problem by developing a 3D deformable model tracking system for the purpose

of tracking faces of signers while they are signing in a video [33]. However, this model requires

time-consuming preprocessing of data before a model can be created. Another approach is

to determine points on the subjects’ face and classify types of ASL signs based on that.

Nguyen et al. developed a complex algorithm where 21 facial points of a subject’s face was

determined and tracked by probabilistic principal component analysis and the results of the

tracking were classified using a system based on Hidden Markov Models and another one

based on a support vector machine [19]. While this model performs well, it is computationally
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expensive and time consuming to train and run due to its complex calculations. We propose

a computationally efficient facial landmark tracking approach using the Dlib library.

Fig. 2.1 – Training workflow for pre-processing

2.2 Data Set

Fig. 2.2 – Example of 6 Signers from How2Sign Dataset [7].

For this project, we need to find an appropriate data set that has videos of signers that

are signing complete sentences. One of the main reasons for the delay in the progression

towards integrating facial clues into ASL interpreting models is that a majority of publicly

available data sets for ASL consist of mostly the alphabet and individual words. The dataset

we ended up using for this project was the How2Sign data set [7], since it is one of the few

publicly available data sets where the user is signing complete sentences. We used a total

of 173 videos from this dataset of subjects signing sentences in ASL, where 121 videos were

used for training and 52 videos were used for testing. There was a total of 6 signers that
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Fig. 2.3 – Example of Data Augmented Images (Rotated) on Image from How2Sign Dataset
[7].

were native or professional ASL users and were a mixture of deaf, hard of hearing, and

professional ASL interpreters. These signers were predominantly right handed.

The videos were classified into assertions (AS) and statements (ST). Assertions are consid-

ered sentences where the signer declared an action will occur while statements are sentences

stating a fact. For every video, we extracted the frame at 0.3, 0.5 and 0.75 time stamp of

the videos to be used for training and testing. Upon further inspection, we chose to solely

use the midpoint frame for both training and testing because the grammatical markers that

differentiate AS and ST sentences are usually found towards the latter part of a signed sen-

tence [3]. Furthermore, frames taken too early and too late often did not offer any sort of

facial clues that can be used to distinguish the different types of sentences as the meaning

of the sentence is usually conveyed towards the middle of the sentence.

To increase the amount of training data used for this project, we applied data augmen-

tation methods to the training data set. Such augmentation methods included rotation,
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Fig. 2.4 – Example of Data Augmented Images (Resized) on Image from How2Sign Dataset
[7].

vertical shifting, horizontal shifting, and resizing. The degree of rotation, shifting and resiz-

ing were randomly chosen by the ”ImageGenerator” function from the sklearn library. The

data augmentation methods resulted in 3660 images and were all used for training. Testing

was done on the remaining 53 videos and these frames were not augmented in any way.

2.3 Dlib Library

To calculate the facial points used for classification, we utilized the facial landmark

detector and predictor from the Dlib library [15] to detect the faces of the subjects and track

key facial points. First, we need to detect and localize the subjects’ faces before extracting

facial points. To do so, we used the get frontal face detector function from the Dlib library

which creates a facial detector that was developed using Histogram of Oriented Gradients

(HOG) and Linear SVM classifier in conjunction with a image pyramid and sliding window
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Fig. 2.5 – Example of Data Augmented Images (Horizontal Shifting) on Image from
How2Sign Dataset [7].

method [37] to detect the subjects’ faces before extracting key facial points.

After detecting the face, we used the shape predictor function based on the landmark

estimator algorithm proposed by Vahid et al. [14] and trained on the iBUG 300-W facial

landmark dataset [26] to determine the location of certain facial points on the subject’s face.

This function outputs 68 coordinates with the origin being at the top left of the image.

In Listing 2.1, we implement the 2 functions that we use to extract the facial points of

each image. We begin by creating a detector object using the Dlib library to detect the face,

then within the for loop we run the predictor function so that it can extract the 68 facial

points. At every iteration of the for loop, the predictor determines one of the facial points,

thus there is a total of 68 iterations done per image.
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Fig. 2.6 – Example of Data Augmented Images (Vertical Shifting) on Image from How2Sign
Dataset [7].

def run d l ib mode l ( s e l f ) :

’ ’ ’

Runs the model on gray s c a l e image .

’ ’ ’

r e c t s = s e l f . d e t e c t o r ( s e l f . gray )

for ( i , r e c t ) in enumerate ( r e c t s ) :

coor = s e l f . p r ed i c t o r ( s e l f . gray , r e c t )

s e l f . coor = f a c e u t i l s . shape to np ( coor )

Listing 2.1 – Implementing dlib landmark tracking.
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Fig. 2.7 – AS (Left) vs ST (Right) from How2Sign Dataset [7].

2.4 Changing Origin

After determining facial points, we calculate the feature vectors and angles using the

output of shape predictor. Before starting angle calculations, the coordinate system of the

facial points needs to be changed to account for any possible movement of the user. The

current origin is at the top left corner of the image and the frame of reference is the entire

frame of the video. If the origin is not changed, then the vectors will be affected by the

location of the user within the frame and will not be solely based on the user’s face. Thus

we change the coordinate system to have the origin to be at one of the facial points, so it

would be a global coordinate system where the frame of reference is the user’s face.

The point at the center of the subject’s chin (the red point in Figure 2.8) is chosen to be

the origin and all the other points is converted to the new origin’s coordinate system before

further calculations is done. The point at the chin is chosen because it would result in the

largest angles when undergoing angle calculations. After changing the origin, the 68 original

points is reduced to 67 points.
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def g e t r e l a t i v e c o o r d i n a t e ( s e l f ) −> np . ndarray :

’ ’ ’

Se t s the s e l e c t e d coord ina te to be the o r i g i n and

c a l c u l a t e s the o ther coord ina t e s wrt to the new o r i g i n .

’ ’ ’

o r i g i n = s e l f . coor [ s e l f . o r i g i n ]

dim = np . shape ( s e l f . coor )

ones = np . ones ( [ dim [ 0 ] , 1 ] )

x o r i g i n = o r i g i n [ 0 ]

y o r i g i n = o r i g i n [ 1 ]

x o r i g i n l i s t = ones ∗ x o r i g i n

y o r i g i n l i s t = ones ∗ y o r i g i n

s e l f . x r e l a t i v e c o o r = s e l f . x coor − x o r i g i n l i s t

s e l f . y r e l a t i v e c o o r = y o r i g i n l i s t −s e l f . y coor

s e l f . r e l a t i v e c o o r = np . array ( [ [ x [ 0 ] , y [ 0 ] ] for x , y in

zip ( s e l f . x r e l a t i v e c o o r , s e l f . y r e l a t i v e c o o r ) ] )

Listing 2.2 – Changing the origin to one of the 68 facial points Dlib outputted.

2.5 Angle Calculation

Due to the inconsistencies in distances between the points from factors such as recording

camera angle and differing subject’s face sizes, we cannot consider the vectors alone and

convert the vectors to angles using the following equation:

θi = arccos
x0 − xi√

(x0 − xi)2 + (y0 − yi)2
(2.1)

where i is the ith point and (x0, y0) is the red point on Figure 2.8. Using angles ensures

that factors such as inconsistencies in the subjects faces or rotation done by the subject
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during the video do not affect the model. Every image resulted in 67 angles that is later on

reduced to principal components.

def c a l c u l a t e a n g l e ( s e l f ) :

’ ’ ’

Ca l cu l a t e s the magnitude and ang l e o f each po in t

’ ’ ’

x = s e l f . r e l a t i v e c o o r [ : , 0 ]

y = s e l f . r e l a t i v e c o o r [ : , 1 ]

squared x = np . square ( x )

squared y = np . square ( y )

s e l f .mag = np . sq r t ( squared x+squared y )

i n s i d e = y/ s e l f .mag

s e l f . ang le = np . a r c co s ( i n s i d e )

Listing 2.3 – Implementing angle calculation.

15 California State University, Los Angeles



J.Nguyen

Fig. 2.8 – Raw Data from Dlib Library [7].
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Fig. 2.9 – Example of Angle Calculation using the Red Point as the Origin on Image from
How2Sign Dataset [7].
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CHAPTER 3

Classification Model Pipeline

3.1 Introduction

After quantifying the facial expressions of each video, we can begin training a classification

model aimed towards classifying the sentence type of the sentence being signed. To begin

training a model, the data set is split into a training and testing subset, where the training

set undergoes data augmentation to increase its size and the testing set is left untouched

until after the model is trained and is ready to be tested. Before starting the training phase,

PCA is performed to reduce dimensionality while maintaining performance. During the

training phase (see Figure 3.1), the models undergo the typical training and tuning of its

hyperparameters. To do so, both models are implemented using functions available in the

sklearn library and are further tuned according to a grid search. Each model has different

hyperparameters that need to be adjusted and optimized while also considering the time it

takes to train and test each model.

3.2 Reducing Redundant Data

A key goal in this project is to keep computational power consumption low and one

way to do so is to reduce the redundant data present. The balance between minimizing
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Fig. 3.1 – Training workflow for the proposed classification model pipeline.

computational power consumption and maximizing performance can be effected by how

much data is used to train and test the model. Ideally, we would remove most of the

redundant data while maintaining the information the data set provides. For this project,

we remove redundant data by implementing PCA.

3.2.1 Reducing Dimensions using Averaging

We also try implementing averaging as a way to reduce dimensionalty. This consist of

selecting key facial areas and calculating the average distance of a group of points that

defined that key facial area and using that for angle calculations. We chose the 2 eyebrows,

the nose and the mouth as key facial areas. Each eyebrow has 5 key points. The nose

has 4 and the mouth had 25 key points. Each set of points was averaged out, resulting in

4 averaged distances. These were used in angle calculation and then the newly calculated

angles were used to train the Random Forest classifier. This method resulted in terrible

accuracies. The accuracies calculated ended up being under 0.5, which is worse than letting

chance classify the 2 classes. Various combinations of different points for each key facial

areas also resulted in poor performance. Thus, we choose to explore PCA as another option

to reduce dimensionality.

19 California State University, Los Angeles



J.Nguyen

3.2.2 Principal Component Analysis (PCA)

As discussed above, we utilize PCA to reduce the number of features used to train and

test the model. We implement PCA using the sklearn library [31] and perform PCA on both

the training and testing data sets. This is because both data sets need to have the same

number of features. One parameter of the PCA function within sklearn is the number of

PCs the algorithm is suppose to reduce the current data set. The possible choices for the

number of PCs is 1 until the total number of features minus 1 [22]. The number of PCs to

be calculate was determined through a grid search process, where a variety of numbers for

PCs was calculated and the one that produced the best results was kept.

3.3 Preliminary Classifiers Results

To begin deciding which classifying algorithm is the most appropriate for this, we exam-

ine the accuracy of various models that are already built into sklearn [22] to see which ones

performed the best before dimensionality reduction. As seen in Table 3.1, the top 3 perform-

ing classifiers were the KNeighbors Classifier, Linear SVC, and NuSVC. The Decision Tree

classifier, Random Forest Classifier, and AdaBoost Classifier also look promising since their

accuracies are roughly close to 0.8. At first glance, the best choice seems to be KNeighbors

Classifiers, most facial classifiers and facial classification in ASL uses the SVM ([20], [16],

[1], and [19]) and Random Forest classifiers ([17], [35], and[14]). Furthermore, amongst the

top performing classifiers, the Linear SVC and NuSVC are types of SVM algorithms and the

Decision Tree Classifier and Random Forest Tree Classifier exhibit the potential of utilizing

decision trees. Thus, we choose the Random Forest and SVM classifiers as our algorithms

for this project.
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Classifier Accuracy

KNeighbors Classifier 0.865

Linear SVC 0.846

NuSVC 0.808

Decision Tree Classifier 0.788

Random Forest Classifier 0.788

AdaBoost Classifier 0.788

Gradient Boosting Classifier 0.769

Gaussian NB 0.519

Linear Discriminant Analysis 0.615

Quadratic Discriminant Analysis 0.731

Table 3.1 – Grid Search for Optimal PC for Random Forest Model (Number of Trees = 200,
Min. Sample Leaf Size = 5)

3.4 Random Forest Classification

The random forest classifier is a model that essentially creates a forest of decision trees

that vote on a final classification. The number of trees and the number of nodes and branches

each tree are factors that can affect the performance and execution time of the model. The

more trees the forest has the longer it would take for the model to make a decision on a

subject, because there is more trees to cast a vote on the final decision. On the flip side, the

more trees there are, the more likely the final classification would be correct. Furthermore,

each tree will have a set number of branches and nodes that it uses to make a decision

and the more nodes and branches each tree has the more features the tree has to classify

each subject. However, this can also slow down execution time, since the more nodes and

branches each tree has, the longer each tree will take to make a decision. All 3 of these factors

is dependent on the hyperparameters of the model. Thus, we need to take into account the
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these factors when deciding on the hyperparameters that will result in the fastest execution

time while maintaining performance.

3.4.1 Code Implementation

We implement the random forest classifier algorithm using the ”RandomForestClassifier”

function from the sklearn library [22]. The function we created to run the algorithm is shown

in List 3.1. The ”RandomForestClassifier” function has 3 hyperparameters that we needed to

determine. Our initial parameter to consider is the n estimator parameter which indicates

how many trees will be in our forest. As discussed above the number of trees can affect

how long it takes to execute the whole process, but the more trees there are the better the

prediction. The next parameter we need to set is the min samples leaf and this determines

the minimum samples at each node of a tree [22]. The last parameter we need to determine is

the max depth parameter that controls the size of each tree and how many levels of decisions

a tree can create [22]. The rest of the hyperparameters were set to the defaulted values,

since the default values often result in decent results [8].
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def random forest model ( s e l f ) :

’ ’ ’

Runs random f o r e s t model on inpu t t ed data and c a l c u l a t e s

accuracy and confus ion matrix us ing s k l e a rn a l go r i t hms .

’ ’ ’

c l f = RandomForestClass i f i e r ( n e s t imato r s=s e l f . n e s t imator s ,

max features=” sq r t ” , random state=0,

min samp l e s l ea f = s e l f . s amp l e s l e a f , max depth = s e l f . depth )

c l f . f i t ( s e l f . x t ra in aug , s e l f . y t r a i n aug )

c l f . s c o r e ( s e l f . x t ra in aug , s e l f . y t r a i n aug )

s e l f . y pred = c l f . p r ed i c t ( s e l f . x t e s t )

s e l f . accuracy = metr i c s . a c cu ra cy s co r e ( s e l f . y t e s t ,

s e l f . y pred )

s e l f . con fu s i on = con fus i on mat r ix ( s e l f . y t e s t , s e l f . y pred )

s e l f . confus ion norm = con fus i on mat r ix ( s e l f . y t e s t ,

s e l f . y pred , normal ize = ” a l l ” )

s e l f . r epo r t = c l a s s i f i c a t i o n r e p o r t ( s e l f . y t e s t , s e l f . y pred )

Listing 3.1 – Implementing random forest classifier using sklearn.

3.4.2 Hyperparameters

We focus on 3 hyperparameters of the random forest tree classifier: the number of trees,

the minimum sample leaf size and the max depth. A key property of the random forest tree

classifier is that the ensemble of the trees in the model are diverse. The more diverse the

trees are the better, because the diversity in the trees the lowers the likelihood of having

duplicate trees [25] which leads to overfitting [29]. The diversity of the forest is affected by

these 3 parameters, however as discussed before, if these parameters are too large, then it
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would slow down the algorithm, Thus, we need to fully understand the importance of each

parameter to determine its optimal value.

The first parameter, n estimator, determines the number of trees the ensemble will consist

of. Choosing an appropriate value for this parameter is important because the number of

trees can affect different aspects of the model including execution time, possibility of over

fitting, accuracy and more [4]. An advantage to having multiple trees is that the mistake

of one tree can be compensated by other trees [25], thus having multiple trees is beneficial.

However, having multiple trees can slow down the model. Thus, we need to determine the

optimal number of trees that can ensure no one tree dominates the overall decision and keep

execution time low.

The parameter, min samples leaf, determines the minimum samples in each leaf node.

In other words, it sets a minimum size for each leaf so that when a node splits, if the child

node is smaller than the minimum, the node does not continue to split and stops here. Since

each tree uses a different training data subset to increase diversity [24], the leaf size can also

contribute to the diversity of each tree by creating leaves per tree. The more splits there

are, the more diverse the tree but the longer it takes to produce one tree decision. Thus, we

need to ensure that the value we chose for this sample allows for enough nodes to be split

to ensure diversity amongst the trees while maintaining a low execution time.

The last parameter we focus on is the max depth which determines how many levels each

tree can have. Traditional random forest tress usually allows the tree to keep constructing

until the maximum level is reached, however there has been research that suggest bounding

the maximum level and decreasing the size of each tree can result in a higher accuracy and

prevent overfitting [18]. Furthermore, having smaller trees can decrease execution times by

requiring less computational power. Thereby, we need to find an appropriate max depth

that will allow for optimal performance while maintaining low computational cost.
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3.5 Support Vector Machine

The SVM model works by finding the hyper plane that will separate classes and maxi-

mize the distance between the hyper plane and the classes; in this project, it works to find

the hyperplane separating AS and ST using the angles calculated. To do so, it must de-

termine the relationship between the 2 classes (i.e. linear VS. nonlinear relationship) and

find the appropriate kernel to represent this relationship. This feature selection method is

considered an embedded method and is known for its computational efficiency and can help

prevent overfitting [23]. One way to determine the relationship between classes is to plot a

pair plot using the seaborn library [36]. This function will plot each feature pairwise, allow-

ing one to visualize the relationship between features, and help in finding out the optimal

hyperparameters.

3.5.1 Code Implementation

We use the SVC (support vector classifier) function from the sklearn library [22]. We

created the function in Listing 3.2 to implement the pipeline to run the SVM algorithm

from sklearn. The two parameters we focus on here is the kernel and gamma. The kernel

parameter refers to the kernel type used to determine the hyper plane that would maximize

the distance between the 2 classes. The gamma parameter sets the coefficient of the kernel

to 1
nfeatures

, where nfeatures is the number of features used to train the model [22]. These 2

parameters are determined by analyzing the type of relationship between the 2 classes.
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def SVM( s e l f ) :

’ ’ ’

Runs SVM on inpu t t ed data and c a l c u l a t e s accuracy and

confus ion matrix us ing s k l e a rn a l go r i t hms .

’ ’ ’

c l f = make p ipe l ine ( StandardSca ler ( ) , SVC(gamma=’ auto ’ ,

k e rne l = ”poly ” ) )

c l f . f i t ( s e l f . x t ra in aug , s e l f . y t r a i n aug )

c l f . s c o r e ( s e l f . x t ra in aug , s e l f . y t r a i n aug )

s e l f . y pred = c l f . p r ed i c t ( s e l f . x t e s t )

s e l f . accuracy = metr i c s . a c cu ra cy s co r e ( s e l f . y t e s t ,

s e l f . y pred )

s e l f . con fu s i on = con fus i on mat r ix ( s e l f . y t e s t , s e l f . y pred )

s e l f . confus ion norm = con fus i on mat r ix ( s e l f . y t e s t ,

s e l f . y pred , normal ize = ” a l l ” )

s e l f . r epo r t = c l a s s i f i c a t i o n r e p o r t ( s e l f . y t e s t , s e l f . y pred )

Listing 3.2 – Implementing SVM using sklearn.

3.5.2 Hyperparameters

A key hyperparameter of the SVC function is the kernel parameter. Within the sklearn

library, this parameter can hold 5 different values: linear, polynomial, radial basis function

(rbf), sigmoid, and precomputed [22]. Each kernel corresponds with a different type of

separation boundary between the classes and has been proven to drastically change the

results for various applications ([5], [21], [10]). One way to visualize the type of separation

boundary the 2 classes have is by plotting the pairwise relationship of the 67 angles. As

shown in Fig. 3.2, the 2 classes tend to overlap quite a bit even after performing PCA. This
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is problematic as the SVM algorithm works to find a hyperplane to separate the classes and

if there is no separation, the model would be expected to perform poorly. However, the type

of kernel used in the SVM algorithm can alleviate this problem and can handle more complex

relationships between features such as non linearity [13]. We consider the linear, polynomial,

sigmoid and rbf as possible choices for the kernel parameter since the precomputed input

requires us to create our own kernel.

The linear kernel is usually used for data that is linearly separable. This kernel is the

simplest one out of the 4 possible kernel sources and performs the best when there is many

features present with a linear relationship [6]. In other works where the authors tested and

compared different kernels to see which one performed the best on the same data sets, the

linear kernel has been proven to work the best with lung cancer datasets [10] and lower back

pain symptoms [13].

The nonlinear kernel handles data that have a nonlinear relationship or in other words

can be modeled a polynomial. Due to its nature, the polynomial kernel tends to have

more parameters to determine than the other kernels we are considering [11]. One of those

parameters is the degree of the polynomial of a nonlinear kernel. We used the sklearn’s

default value which is a polynomial of 3 degrees when performing the grid search for the

optimal parameters.

The rbf kernel is the most commonly used in various applications and is considered

translational invariant [6]. This kernel is a popular choice amongst various applications

because it can handle both the linear and nonlinear cases and in some cases, its parameters

can be altered to behave like other kernels such as the linear, nonlinear and sigmoid kernel

[11]. It has been shown to work the best in such works like termite detection using acoustic

signals[2]

The sigmoid kernel, also known as the the hiperbolic tangent kernel, is more commonly

used in neural networks [6]. Usually sigmoid kernels require more tuning than the typical rbf

kernal, but in some cases where the amount of feature vectors are high or there is a nonlinear
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boundary in 2 dimensions, the sigmoid kernel can perform as good or better than the rbf

kernels [9].
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Fig. 3.2 – Pairwise Relationship for 4 PC
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CHAPTER 4

Results

We evaluate the performance of the models using 3 metrics: its accuracy, confusion

matrix and the execution time. The accuracy (Eq 4.1) refers to how many videos the model

was able to correctly classify. Since there is only 2 classes, the accuracy if the video is

classified by chance is 0.5. We are aiming for an accuracy of 0.8 or higher. The confusion

matrix offers more details on how the model performed with respect to specific classes. The

confusion matrix lists the true positive rate (TPR), false positive rate (FPR), true negative

rate (TNR), and false negative rate (FNR). In general, we want a model that will maximize

the TPR and TNR while minimizing the FPR and FNR. We aim to have a TPR and TNR

of 0.8 or higher. We find the most optimal combination of PCs and hyperparameters by

analyzing the evaluation metrics we just described. A grid search tends to be more time

consuming, however other methods that optimize parameters through approximations and

more complex mathematical analysis tends to take roughly the same amount of time and the

time it takes to conduct a grid search can be reduced by such methods as parallel processing

[11]. The execution times we examined were the time it took to train the model and test it.

We also look at the time it took to run PCA, since that was done right before training and

testing the model. This is so we can see how fast the model and pca would perform during

the training and testing phase. The entire process was run on Google Colab Pro+ using the
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Intel(R) Xeon(R) CPU @ 2.20GHz.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

TPR =
TP

TP + FN
(4.2)

FPR =
FP

FP + TN
(4.3)

TNR =
TN

TN + FP
(4.4)

FNR =
FN

TP + FN
(4.5)

4.1 Random Forest Classification

To start the gird search process, we set the number of trees to 200, the minimum sample

leaf size to 5 and leave the max depth at the default value until the grid search for that

parameter is done. As shown in Table 4.1, we can improve the performance of the model

further using PCA. Table 4.1 shows the confusion matrix of the model before running PCA.

As seen in the TPR and TNR, there is a bias towards the ST class, since the TPR and

TNR for ST is significantly higher than the AS class. This indicates the model tends to

only correctly classify the ST class. We want a model to correctly classify both classes,

thus we implement PCA to see if we can have a more balanced model. The first step to

implementing PCA is to determine the optimal PC value. After determining the optimal PC

value, we determined the optimal number of trees next, followed by the optimal minimum

sample leaf size and lastly the max depth through the means of a grid search. At each stage

of determining the optimal parameter, we run 10 trials of each parameter set to see the

31 California State University, Los Angeles



J.Nguyen

average execution times.

Class TPR FPR TNR FNR

AS 0.608 0.103 0.897 0.391

ST 0.897 0.391 0.609 0.103

Table 4.1 – Confusion Matrix Random Forest Tree before PCA (Accuracy = 0.769, PC = 0,
Number of Trees = 200, Min. Sample Leaf Size = 5)

4.1.1 PC Grid Search

We begin by finding the optimal PCs that will result in the highest accuracy. To find

the optimal PC, we perform a grid search where we ran the model with different PCs and

we look at the accuracy produced by each PC. We kept the other parameters of the model

constant. Tables 4.2 shows the accuracy that resulted from the PC grid search. The random

forest model n estimators parameter was kept at 200 and the min sample leaf was at 5. We

chose to chosen to look at PC values at intervals of 4 because the accuracy tends to stay

similar to PCs of closer values. Preliminary results show that the accuracy is the highest

when the PC is set to 20. However, there is a possibility that a PC of 20 could have a poor

confusion matrix, so we decided to also analyze the confusion matrix when the PC is 4. Since

it is the smallest number and its accuracy was over 0.8, it potentially offers a better balance

of performance and computational cost.

When further examining the confusion matrix for PC = 20 (Table 4.4), the TPR for the

AS class is below 0.8. We are aiming for the TPR and TNR for both classes to be at least

0.8. Furthermore, usually a larger number PC causes the model to take longer to run as seen

in Table 4.5 where the average execution time to train the model for PC = 4 is faster than

PC = 20. Thus, we try examining the confusion matrix for PC of 4, since it is the smallest

PC that had an accuracy of over 0.8. When looking at the confusion matrix for a PC of 4,

both the TPR and TNR for both classes is over 0.8. Furthermore, there is a better balance

between the TPR and TNR of both classes, indicating there is little bias in the model. Thus,
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we choose to use a PC of 4 when continuing onto the grid search for the hyperparameters.

When looking at Table 4.5, 4.7, 4.8, and 4.6, PC = 4 has the best performance while

also being computational efficient. The training execution times for both the model and

PCA indicate that a PC = 4 is faster than PC = 20, however the testing times show that

PC = 20 is faster than PC = 4. This could be due to the fact that the testing data set is

significantly smaller than the training set, and thus when comparing values there is a slight

variation due to the nature of running the program on Google Colab Pro+. When using

Google Colab Pro+, resources are shared amongst users and there is a possibilty that at

that moment there were multiple users utilizing Google Colab resources at the time. The

difference in execution times between PC = 4 and PC = 20 when ran on the testing data

set (Table 4.6 and 4.8) is minuscule, so we used the training execution times to compare the

2. We chose PC = 4 for the rest of the grid searches.

PC Accuracy

4 0.827

8 0.827

12 0.788

16 0.769

20 0.827

24 0.808

28 0.788

Table 4.2 – Grid Search for Optimal PC for Random Forest Model (Number of Trees = 200,
Min. Sample Leaf Size = 5)

33 California State University, Los Angeles



J.Nguyen

Fig. 4.1 – PC VS. Accuracy for Random Forest Tree

Class TPR FPR TNR FNR

AS 0.826 0.172 0.827 0.174

ST 0.828 0.174 0.826 0.172

Table 4.3 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.827, PC = 4,
Number of Trees = 200, Min. Sample Leaf Size = 5)
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Class TPR FPR TNR FNR

AS 0.739 0.034 0.966 0.261

ST 0.966 0.261 0.739 0.034

Table 4.4 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.865, PC = 20
Number of Trees = 200, Min. Sample Leaf Size = 5)

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 1448.13 1426.846 1905.353 1401.402 1417.185 1459.921 1474.254 1415.991 1427.595 1687.23 1506.391

8 1543.208 1543.099 2761.738 1521.554 1504.551 2088.304 1469.94 1482.328 2102.186 1496.72 1751.363

12 1979.312 2494.04 2005.445 1965.914 2057.433 2292.332 1932.043 1959.907 2286.48 1899.733 2087.264

16 2441.773 3088.231 2396.165 2419.143 3348.205 2377.223 2343.828 3275.478 2337.851 2376.554 2640.445

20 3537.033 2439.434 2467.811 3175.573 2441.134 2741.382 3738.071 2472.908 2447.493 2432.638 2789.348

24 2767.104 2497.678 2756.523 2836.428 2470.891 2447.669 3020.397 2452.924 2455.318 3357.313 2706.224

28 3072.987 2977.449 3789.341 2891.961 2897.539 3872.685 3485.908 2897.762 3788.97 2994.46 3266.906

Table 4.5 – Grid Search Model Training Execution Time (ms) for Optimal PC for Random Forest Model (Number
of Trees = 200; Min. Leaf Sample = 5)

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 21.737 21.308 29.69 20.78 21.024 30.991 21.801 23.913 35.878 20.532 24.765

8 21.28 23.903 21.102 20.6 26.865 33.468 22.376 21.051 29.17 21.754 24.157

12 21.215 30.286 21.386 20.867 29.117 20.859 21.053 27.903 21.426 20.641 23.475

16 20.754 21.191 21.368 22.131 25.635 21.235 20.057 38.546 21.218 21.916 23.405

20 29.413 22.594 26.361 31.291 21.275 21.224 29.509 20.628 19.847 21.593 24.373

24 22.317 21.717 30.52 21.317 20.563 21.942 20.369 20.154 21.903 36.096 23.69

28 21.011 21.26 23.729 20.28 21.497 33.835 19.159 20.664 30.627 23.534 23.56

Table 4.6 – Grid Search Model Execution Time (ms) on Testing Data Set for Optimal PC for Random
Forest Model (Number of Trees = 200; Min. Leaf Sample = 5)
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Fig. 4.2 – PC VS Average Time (ms) for Random Forest Tree Model on Training Data

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 1.588 1.793 1.678 1.719 1.931 1.877 6.416 1.862 3.022 2.188 2.407

8 2.362 2.476 7.815 3.146 2.592 7.768 2.464 3.069 4.116 2.598 3.841

12 3.081 3.245 3.259 3.293 3.083 5.152 3.169 2.824 8.982 3.125 3.921

16 3.813 17.967 3.682 3.692 9.675 4.004 3.633 7.137 3.624 3.465 6.069

20 4.35 4.423 4.553 4.018 4.233 4.219 4.091 3.669 4.579 8.483 4.662

24 10.087 9.336 5.178 10.166 4.75 5.22 9.711 8.969 5.475 10.168 7.906

28 6.307 5.905 14.495 6.081 6.294 5.332 13.232 6.046 6.016 13.717 8.342

Table 4.7 – Grid Search PCA Training Execution Time (ms) for Optimal PC for Random Forest Model
(Number of Trees = 200; Min. Leaf Sample = 5)
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Fig. 4.3 – PC VS Average Time (ms) for Random Forest Tree Model on Testing Data

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 0.177 0.255 0.268 0.166 0.179 0.24 0.165 0.208 0.242 0.164 0.206

8 0.179 0.185 0.163 0.184 0.243 0.237 0.186 0.206 0.235 0.173 0.199

12 0.193 0.231 0.195 0.165 0.274 0.183 0.165 0.218 0.193 0.18 0.2

16 0.177 0.231 0.191 0.203 0.186 0.237 0.188 0.24 0.164 0.194 0.201

20 0.344 0.18 0.179 0.263 0.187 0.166 0.211 0.185 0.196 0.199 0.211

24 0.208 0.164 0.254 0.194 0.195 0.181 0.18 0.176 0.211 0.225 0.199

28 0.205 0.203 0.424 0.184 0.184 0.231 0.196 0.22 0.228 0.19 0.226

Table 4.8 – Grid Search PCA Execution Time (ms) on Testing Data Set for Optimal PC for Random
Forest Model (Number of Trees = 200; Min. Leaf Sample = 5)
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Fig. 4.4 – PC VS Average Time (ms) for PCA on Training Data

4.1.2 Number of Trees Grid Search

After conducting the grid search for the optimal PC, we repeat the same process for

determining the optimal number of trees, but we set the PC value to 4 and continue to keep

the minimum sample leaf value to 5. We start by analyzing the accuracy and execution time

for the following values for the trees: 20, 40, 60, 80, 100, 120, 140, 160, 180, 200, 220, 240,

260, 280, 300. Initially, we look at the accuracy of each value to see which ones look the

most promising. Amongst the most promising, we look at the confusion matrix and average

execution time over 10 trials to see which one performs the bests overall.

According to Table 4.9, the number of trees that produced the highest accuracy, 0.865,

is 240, 260, 280, and 300 trees. However, those are really large amounts of trees and are
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Fig. 4.5 – PC VS Average Time (ms) for PCA on Testing Data

expected to take longer to execute. Thus, we look at other possible values that produced

decent accuracy results. We also look at the confusion matrices for 20, 60, 80, 100, and 220

trees to see if the execution times would be faster given that performance deteriorates by an

insignificant amount.

Looking at Tables 4.15, 4.16, 4.17, 4.18, we can see that for 240, 260, 280, and 300 trees

the confusion matrix and accuracy is identical. However, as the number of trees increase,

the execution time increases as well. This indicates that at a certain point, the performance

of the model cannot be improved by increasing the number of trees, but the execution time

will continue to increase. Thus, if we want to have the best overall performance while being

computational efficient, choosing Number of Trees = 240 would be the better choice.
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We can also try to decrease the execution times by looking at lower tree values that

perform almost as good as 240 trees. As shown in tables 4.10 and 4.11, 20 and 60 trees have

the same accuracy and confusion matrix. Upon further inspection, 100 trees has the same

accuracy as 20 and 60 trees, but has a better confusion matrix (Table 4.13. This confusion

matrix shows no bias, while 20 and 60 trees show that there is some bias towards the ST

class. If we compare the confusion matrix for 100 trees (Table 4.13) and 200 trees (Table

4.3), their results is also the same. Similarly for 80 trees (Table 4.12) and 220 trees (Table

4.14), the accuracy and confusion matrix for the 2 are identical and show bias towards the

ST class. This again shows that at a certain point, increasing the number of trees would not

improve performance and could potentially slow down the algorithm instead.

The general trend for execution times regardless of performance is that the more trees

there are included in the model, the longer it takes to execute as shown in Table 4.19 and

4.19. However, looking at the trend in performance, we know that there is a certain point

where the performance will not improve by increasing the trees. Thus, we can look at the

lower number of trees and see if we can improve its performance in the next grid search.

We will continue the grid search using 100 and 240 trees since these 2 values had the best

accuracy and confusion matrix while having a low execution time.
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Number of Trees Accuracy

20 0.827

40 0.827

60 0.827

80 0.846

100 0.827

120 0.808

140 0.827

160 0.827

180 0.827

200 0.827

220 0.846

240 0.865

260 0.865

280 0.865

300 0.865

Table 4.9 – Grid Search for Optimal Number of Trees (PC = 4; Min. Sample Leaf = 5)

Class TPR FPR TNR FNR

AS 0.783 0.138 0.862 0.217

ST 0.862 0.217 0.783 0.138

Table 4.10 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.827, PC = 4,
Number of Trees = 20, Min. Sample Leaf Size = 5,)
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Fig. 4.6 – Trees vs Accuracy

Class TPR FPR TNR FNR

AS 0.783 0.138 0.862 0.217

ST 0.862 0.217 0.783 0.138

Table 4.11 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.827, PC = 4,
Number of Trees = 60, Min. Sample Leaf Size = 5)

Class TPR FPR TNR FNR

AS 0.870 0.172 0.828 0.130

ST 0.828 0.130 0.870 0.172

Table 4.12 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.846, PC = 4,
Number of Trees = 80, Min. Sample Leaf Size = 5)
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Class TPR FPR TNR FNR

AS 0.826 0.172 0.827 0.174

ST 0.828 0.174 0.826 0.172

Table 4.13 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.827, PC = 4,
Number of Trees = 100, Min. Sample Leaf Size = 5)

Class TPR FPR TNR FNR

AS 0.870 0.172 0.828 0.130

ST 0.828 0.130 0.870 0.172

Table 4.14 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.846, PC = 4,
Number of Trees = 220, Min. Sample Leaf Size = 5)

Class TPR FPR TNR FNR

AS 0.870 0.138 0.862 0.130

ST 0.862 0.130 0.870 0.138

Table 4.15 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.865, PC = 4,
Number of Trees = 240, Min. Sample Leaf Size = 5)

Class TPR FPR TNR FNR

AS 0.870 0.138 0.862 0.130

ST 0.862 0.130 0.870 0.138

Table 4.16 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.865, PC = 4,
Number of Trees = 260, Min. Sample Leaf Size = 5)

Class TPR FPR TNR FNR

AS 0.870 0.138 0.862 0.130

ST 0.862 0.130 0.870 0.138

Table 4.17 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.865, PC = 4,
Number of Trees = 280, Min. Sample Leaf Size = 5)
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Class TPR FPR TNR FNR

AS 0.870 0.138 0.862 0.130

ST 0.862 0.130 0.870 0.138

Table 4.18 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.865, PC = 4,
Number of Trees = 300, Min. Sample Leaf Size = 5)

tree Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

20 175.885 169.522 174.866 179.188 267.942 167.862 206.931 176.435 177.845 179.25 187.573

40 305.77 315.973 309.976 315.386 477.76 303.66 445.687 305.37 318.028 332.994 343.06

60 448.542 454.085 455.318 449.193 656.746 438.366 499.949 463.439 444.827 454.744 476.521

80 585.941 596.906 631.119 594.549 829.339 589.761 591.591 592.409 595.014 836.838 644.347

100 718.231 720.703 1039.351 716.109 927.753 716.515 718.344 729.638 733.238 1048.84 806.872

120 957.292 871.43 1236.256 870.422 850.066 854.853 859.557 1106.824 882.428 1257.756 974.688

140 1475.124 1025.245 1278.842 1026.349 985.898 1006.224 1009 1439.029 1022.805 1110.317 1137.883

160 1609.789 1136.355 1134.245 1159.081 1144.175 1570.611 1135.664 1582.038 1152.826 1161.025 1278.581

180 1306.02 1259.144 1286.215 1621.283 1269.703 1927.096 1291.095 1300.425 1294.822 1309.837 1386.564

200 1395.909 1594.282 1428.807 2010.418 1392.792 1514.487 1437.443 1431.49 1756.709 1418.664 1538.1

220 1569.657 2209.524 1590.991 1630.199 1544.767 1575.431 1803.937 1579.927 2239.64 1559.75 1730.382

240 1695.541 1902.501 1695.96 1670.111 1923.16 1696.959 2389.31 1727.343 1711.262 1672.987 1808.513

260 1788.841 1802.483 2183.423 1837.431 2578.433 1829.595 1981.286 1859.263 1848.839 2387.209 2009.68

280 2352.373 1971.832 2795.654 2000.529 1985.934 1952.545 1998.385 2596.332 1945.519 2581.314 2218.042

300 2771.659 2104.448 2121.961 2145.937 2090.94 2834.96 2134.016 2643.288 2081.095 2135.119 2306.342

Table 4.19 – Grid Search Model Training Execution Time (ms) for Optimal Number of Trees for Random Forest
Model (PC = 4; Min Leaf Sample = 5)
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Fig. 4.7 – Tree VS Average Time (ms) for Random Forest Tree Model on Training Data

tree Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

20 1.853 1.808 1.862 1.781 1.912 1.82 1.857 2.015 2.013 1.828 1.875

40 1.984 1.634 1.865 1.782 1.945 1.919 2.062 1.903 1.983 2.709 1.979

60 1.937 2.411 1.732 1.841 1.893 1.785 2.649 1.955 1.901 1.86 1.996

80 2.044 2.066 1.94 1.911 1.88 2.007 1.926 1.803 1.847 6.295 2.372

100 2.021 1.948 2.226 1.898 6.506 1.734 1.822 1.812 1.751 6.522 2.824

120 2.045 2.003 6.396 1.735 1.677 1.884 1.909 1.61 1.846 2.048 2.315

140 6.362 2.066 6.113 1.85 1.769 1.771 1.882 5.937 1.782 2.051 3.158

160 1.996 2.074 1.834 1.829 1.68 1.853 1.837 6.508 2.022 1.892 2.352

180 2.035 2.029 1.869 1.794 2.024 6.494 2.059 1.921 1.974 1.808 2.401

200 2.082 2.168 1.866 6.435 1.739 6.318 1.86 1.873 1.705 1.883 2.793

220 2.112 2.142 1.877 1.866 1.782 2.022 1.828 1.92 6.315 1.792 2.366

240 2.004 6.378 2.019 2.073 1.693 2.105 6.79 2.05 1.998 2.112 2.922

260 2.111 1.943 2.183 1.93 6.881 1.995 2.182 2.129 2.146 2.02 2.552

280 1.792 1.893 2.008 1.831 1.837 1.899 1.85 1.897 1.942 7.013 2.396

300 6.623 1.778 1.733 1.912 1.796 1.866 1.962 6.544 1.843 1.829 2.789

Table 4.21 – Grid Search PCA Training Execution Time (ms) for Optimal Number of Trees for Random
Forest Model (PC = 4; Min Leaf Sample = 5)
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tree Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average
20 2.636 2.845 2.647 3.735 3.613 2.408 3.773 2.807 2.525 2.642 2.963
40 4.545 5.131 4.884 4.479 6.584 6.418 10.799 5.626 4.794 5.486 5.875
60 6.621 7.036 7.128 6.553 10.752 6.724 6.694 7.405 6.48 7.034 7.243
80 8.817 9.521 14.464 10.972 13.165 8.817 9.353 9.321 9.362 11.631 10.542
100 10.789 15.379 14.305 10.392 10.331 11.505 16.222 12.275 11.215 14.843 12.726
120 19.938 14.223 20.627 15.792 11.954 14.112 12.989 17.963 14.327 20.655 16.258
140 19.88 14.376 14.682 15.196 14.695 15.932 15.296 20.675 16.826 16.018 16.358
160 26.658 17.321 18.581 16.001 17.933 25.769 17.551 18.275 18.479 18.675 19.524
180 20.029 26.033 19.939 25.905 18.643 32.384 20.003 18.614 19.314 22.708 22.357
200 20.48 30.789 21.025 29.788 20.921 22.335 23.5 20.726 31.752 21.533 24.285
220 24.701 37.967 25.152 22.003 22.822 24.441 33.665 23.339 37.676 23.945 27.571
240 24.047 26.05 28.363 26.15 39.438 26.596 42.569 25.839 28.62 24.94 29.261
260 28.522 26.493 43.518 27.802 44.308 32.409 26.918 27.608 27.397 39.37 32.434
280 42.566 30.006 29.319 31.152 29.396 31.725 31.341 40.946 29.968 30.976 32.74
300 32.263 31.907 32.3 53.026 31.194 50.345 33.468 38.56 33.265 32.472 36.88

Table 4.20 – Grid Search Model Execution Time (ms) on Testing Data Set for Optimal Number of Trees for
Random Forest Model (PC = 4; Min Leaf Sample = 5)

tree Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

20 0.151 0.186 0.191 0.214 0.218 0.191 0.239 0.24 0.159 0.178 0.197

40 0.163 0.2 0.18 0.173 0.234 0.221 0.222 0.183 0.209 0.235 0.202

60 0.19 0.164 0.208 0.167 0.258 0.159 0.153 0.199 0.165 0.168 0.183

80 0.193 0.19 0.255 0.208 0.257 0.164 0.19 0.15 0.169 0.243 0.202

100 0.165 0.254 0.224 0.155 0.175 0.162 0.188 0.16 0.155 0.228 0.187

120 0.25 0.168 0.256 0.163 0.166 0.167 0.172 0.276 0.171 0.294 0.208

140 0.234 0.157 0.19 0.162 0.174 0.167 0.168 0.214 0.192 0.166 0.182

160 0.25 0.157 0.175 0.163 0.163 0.467 0.165 0.173 0.169 0.177 0.206

180 0.18 0.178 0.178 0.213 0.157 0.237 0.195 0.168 0.157 0.167 0.183

200 0.18 0.259 0.168 0.235 0.16 0.17 0.168 0.168 0.257 0.172 0.194

220 0.176 0.269 0.18 0.178 0.153 0.174 0.243 0.192 0.249 0.166 0.198

240 0.17 0.199 0.172 0.151 0.217 0.196 0.267 0.179 0.158 0.157 0.187

260 0.173 0.17 0.27 0.168 0.258 0.169 0.157 0.205 0.167 0.221 0.196

280 0.254 0.173 0.169 0.22 0.173 0.22 0.179 0.227 0.189 0.174 0.198

300 0.176 0.23 0.166 0.252 0.165 0.217 0.177 0.184 0.177 0.181 0.193

Table 4.22 – Grid Search PCA Execution Time (ms) on Testing Data Set for Optimal Number of Trees
for Random Forest Model (PC = 4; Min Leaf Sample = 5)

46 California State University, Los Angeles



J.Nguyen

Fig. 4.8 – Tree VS Average Time (ms) for Random Forest Tree Model on Testing Data

4.1.3 Minimum Sample Leaf

We start another grid search for finding the minimum sample leaf size. For this grid

search, we looked at the following possible leaf sizes: 2, 3, 4, 5, 6,, 7, 8, 9, and 10. We kept

PC = 4, and we looked at performance at 100 and 240 trees to see if we can optimize both

performance and execution times.

According to Table 4.27 and 4.28, both values for the tree can produce the same accuracy

(0.865), but using different minimum leaf sample sizes. For 100 trees, the highest accuracy

was produced when the minimum leaf sample size was set to 4 and for 240 trees, the highest

accuracy was produced when the minimum leaf sample size was set to 5. If we look closer at

both the confusion matrices at these parameter sets (Table 4.33 and 4.15), we can see they

are identical. However, the execution times differ. According to Table 4.23, 4.24, 4.29 and

4.30, 100 trees set at 4 leaves executed faster than 240 trees set at 5 leaves.This could be

due to the fact that more branches can be created with a smaller minimum sample leaf size

and that accounts for the extra trees that 240 trees has in the decision process. Thus, the

optimal performance can be achieved while maintaining a faster execution time through fine

tuning the hyperparameters.
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Fig. 4.9 – Tree VS Average Time (ms) for PCA on Training Data

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 820.12 803.58 792.79 770.66 1107.15 779.14 769.24 1122.91 796.5 796.64 855.87

3 765.77 782.11 839.35 746.59 796.23 777.18 757.75 1091.78 767.51 781.31 810.56

4 896.49 751.52 1079.94 734.98 758.41 748.42 770.11 1059.03 759.81 769.04 832.77

5 869.87 735.81 1091.75 728.02 727.42 974.94 731.53 743.89 743.68 754.19 810.11

6 1110.13 750.95 1030.23 708.03 717.59 1015.29 727.67 739.93 780.39 729.96 831.02

7 1263.5 712.04 720.16 705.48 726.87 986.02 710.24 715.62 1007.02 718.83 826.58

8 1249.73 710.43 740.65 718.93 705.18 903.78 703.10 702.28 1013.70 722.69 817.05

9 1079.13 694.2 715.12 1034.12 698.76 723.76 696.73 726.19 985.95 716.63 807.06

10 957.84 692.54 697.34 994.77 686.29 678.67 747.68 696.78 687.48 690.11 752.95

Table 4.23 – Grid Search Model Training Execution Time (ms) for Minimum Number of Leaves for
Random Forest Model (Number of Trees = 100; PC = 4)
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Fig. 4.10 – Tree VS Average Time (ms) for PCA on Testing Data

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 11.49 11.4 11.4 13.22 16.2 11.47 11.08 15.4 11.15 10.96 12.38

3 11.38 11.58 15.27 10.44 11.19 11.99 10.81 15.57 11.04 11.45 12.071

4 15.879 11.833 17.272 11.049 11.22 10.953 11.632 12.131 11.23 11.479 12.468

5 14.908 11.206 15.411 10.153 11.322 14.501 12.063 11.163 12.169 11.419 12.432

6 17.405 10.995 17.897 11.231 10.967 14.375 10.862 11.275 18.68 12.711 13.64

7 25.776 11.809 11.377 11.277 12.586 15.939 10.782 10.846 19.43 10.65 14.047

8 27.928 10.264 11.033 11.072 12.149 12.416 10.81 10.882 20.904 11.579 13.904

9 16.822 12.374 11.946 15.148 10.394 10.756 11.059 11.272 15.518 10.212 12.55

10 17.704 10.75 10.861 17.303 10.493 11.104 14.775 15.304 10.817 10.621 12.973

Table 4.24 – Grid Search Model Execution Time (ms) on Testing Data Set for Minimum Number of Leaves for
Random Forest Model (Number of Trees = 100; PC = 4)
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Fig. 4.11 – Minimum Sample Leaf Size VS. Accuracy for Number of Trees = 100

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 1.864 2.032 2.081 1.961 2.21 1.419 2.034 4.789 2.172 2.118 2.268

3 1.725 2.235 2.102 2.042 2.161 2.005 2.171 6.5 2.288 2.041 2.527

4 1.64 2.055 2.021 1.97 2.06 2.154 2.802 6.469 2.112 2.203 2.549

5 5.339 2.105 9.907 2.127 2.097 2.246 2.151 2.098 2.067 2.241 3.238

6 4.81 2.093 6.821 2.028 2.116 2.246 2.097 2.105 1.949 2.251 2.852

7 3.187 2.026 2.093 2.061 2.201 2.109 1.889 2.088 7.012 2.114 2.678

8 2.385 2.145 2.172 2.025 2.086 6.294 2.086 2.042 9.033 2.157 3.242

9 2.261 2.219 2.068 3.22 2.069 2.259 2.084 2.156 2.244 2.06 2.264

10 7.039 2.048 2.146 6.956 2.134 2.139 2.116 2.092 2.274 2.154 3.11

Table 4.25 – Grid Search PCA Training Execution Time (ms) for Minimum Number of Leaves for
Random Forest Model (Number of Trees = 100; PC = 4)
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Fig. 4.12 – Minimum Sample Leaf VS. Accuracy Number of Trees = 240

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 0.17 0.186 0.164 0.23 0.233 0.163 0.171 0.233 0.172 0.186 0.191

3 0.202 0.187 0.232 0.169 0.159 0.196 0.188 0.265 0.148 0.157 0.19

4 0.598 0.207 0.241 0.169 0.156 0.163 0.171 0.239 0.197 0.212 0.235

5 0.21 0.175 0.223 0.161 0.181 0.21 0.176 0.176 0.191 0.165 0.187

6 0.228 0.162 0.218 0.172 0.176 0.212 0.157 0.193 0.262 0.176 0.196

7 0.345 0.189 0.174 0.173 0.184 0.219 0.162 0.157 0.227 0.159 0.199

8 0.281 0.169 0.226 0.167 0.214 0.175 0.151 0.165 0.231 0.174 0.195

9 0.272 0.205 0.199 0.253 0.185 0.154 0.197 0.165 0.242 0.202 0.207

10 0.331 0.179 0.207 0.243 0.168 0.155 0.215 0.23 0.157 0.18 0.206

Table 4.26 – Grid Search PCA Execution Time (ms) on Testing Data Set for Minimum Number of
Leaves for Random Forest Model (Number of Trees = 100)
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Fig. 4.13 – Leaf VS Average Time (ms) for Random Forest Tree Model on Training Data
(for Tree = 100; PC =4)

Min. Leaf Size Accuracy

2 0.846

3 0.808

4 0.865

5 0.827

6 0.788

7 0.827

8 0.808

9 0.808

10 0.808

Table 4.27 – Grid Search for Optimal Minimum Sample Leaf Size for Number of Trees =
100 (PC = 4)
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Fig. 4.14 – Leaf VS Average Time (ms) for Random Forest Tree Model on Testing Data (for
Tree = 100)

Min. Leaf Size Accuracy

2 0.808

3 0.808

4 0.846

5 0.865

6 0.827

7 0.865

8 0.808

9 0.827

10 0.808

Table 4.28 – Grid Search for Optimal Minimum Sample Leaf Size for Number of Trees =
240 (PC = 4)
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Fig. 4.15 – Leaf VS Average Time (ms) for PCA on Training Data (for Tree = 100)

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 2590.307 1859.567 1832.99 2027.184 1823.246 2221.376 1837.944 1773.652 2541.457 1769.339 2027.706

3 1818.666 1773.531 2452.889 1793.56 1770.699 2526.279 1801.92 1750.951 2210.309 1749.433 1964.824

4 1777.52 1714.426 2139.81 1730.671 1764.101 1721.064 1734.329 2304.586 1702.273 1724.235 1831.302

5 1752.83 2101.131 1700.99 1697.423 2502.036 1691.819 1701.668 2284.312 1754.601 1659.782 1884.659

6 1673.419 2388.607 1690.436 1657.775 1899.708 1704.827 2001.897 1673.035 1704.228 2251.877 1864.581

7 1684.882 1641.892 1629.123 2216.982 1663.684 1669.939 2389.227 1596.02 1673.122 2173.253 1833.812

8 2363.167 1584.835 1636.11 2255.96 1647.066 1625.216 1710.829 1618.1 1959.062 1664.988 1806.533

9 1880.157 1622.017 1770.947 1613.214 1620.022 2321.453 1634.007 1599.685 2292.008 1648.163 1800.167

10 1606.194 1612.474 2293.572 1600.005 1615.525 2051.74 1560.119 1587.157 1593.636 1608.186 1712.861

Table 4.29 – Grid Search Model Training Execution Time (ms) for Minimum Number of Leaves for Random Forest
Model (Number of Trees = 240; PC = 4)
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Fig. 4.16 – Leaf VS Average Time (ms) for PCA on Testing Data (for Tree = 100)

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 26.575 36.24 28.438 27.575 29.094 39.82 26.555 25.642 35.513 27.841 30.329

3 26.447 29.321 37.564 27.532 26.284 43.764 28.582 25.64 26.095 26.195 29.742

4 28.924 25.392 24.985 24.325 44.391 25.68 25.736 38.225 24.435 26.241 28.833

5 26.447 35.345 26.372 25.978 40.701 28.928 25.19 24.901 25.149 27.769 28.678

6 24.68 27.474 24.864 26.35 25.965 26.307 39.712 28.595 33.348 34.783 29.208

7 40.014 24.84 25.587 33.499 30.58 27.784 44.989 22.744 37.492 27.328 31.486

8 35.21 26.585 25.422 26.847 24.468 25.87 25.238 25.531 37.959 25.658 27.879

9 25.961 25.214 37.948 24.869 29.035 47.154 26.847 25.141 34.122 35.443 31.173

10 24.711 24.316 33.965 24.813 24.872 24.356 24.384 25.996 23.997 24.327 25.574

Table 4.30 – Grid Search Model Execution Time (ms) on Testing Data Set for Minimum Number of
Leaves for Random Forest Model (Number of Trees = 240; PC = 4)
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Fig. 4.17 – Leaf VS Average Time (ms) for Random Forest Tree Model on Training Data
(for Tree = 240)

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 6.746 1.948 2.177 6.776 2.071 2.183 2.002 1.905 2.162 2.049 3.002

3 2.146 1.942 2.128 2.167 2.226 2.071 2.113 1.97 4.153 1.817 2.273

4 2.052 2.03 2.183 2.213 2.028 2.039 2.112 2.086 2.085 1.966 2.079

5 2.04 2.026 2.264 2.123 2.18 2.089 1.968 2.15 2.114 1.992 2.095

6 2.223 7.072 2.263 2.063 7.653 2.081 2.056 2.17 2.017 2.177 3.178

7 2.086 2.025 2.048 2.126 2.124 1.962 3.835 2.019 2.053 2.162 2.244

8 7.716 2.122 1.993 2.282 2.05 2.11 6.597 1.868 2.045 2.091 3.087

9 4.096 2.258 2.066 2.081 2.182 6.856 2.012 2.068 10.059 2.166 3.584

10 2.026 1.966 2.307 2.079 2.115 2.168 1.902 2.951 2.125 2.044 2.168

Table 4.31 – Grid Search PCA Training Execution Time (ms) for Minimum Number of Leaves for
Random Forest Model (Number of Trees = 240; PC = 4)
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Fig. 4.18 – Leaf VS Average Time (ms) for Random Forest Tree Model on Testing Data (for
Tree = 240)

leaf Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

2 0.172 0.164 0.202 0.171 0.186 0.222 0.174 0.169 0.218 0.178 0.186

3 0.168 0.206 0.222 0.164 0.192 0.299 0.155 0.173 0.182 0.206 0.197

4 0.166 0.169 0.192 0.185 0.293 0.194 0.173 0.266 0.185 0.181 0.2

5 0.175 0.236 0.202 0.175 0.258 0.185 0.169 0.175 0.159 0.166 0.19

6 0.155 0.176 0.169 0.163 0.162 0.193 0.233 0.192 0.199 0.218 0.186

7 0.211 0.196 0.205 0.229 0.177 0.183 0.283 0.155 0.164 0.19 0.199

8 0.232 0.18 0.168 0.182 0.173 0.157 0.166 0.169 0.257 0.184 0.187

9 0.168 0.163 0.229 0.164 0.205 0.289 0.175 0.153 0.219 0.182 0.195

10 0.18 0.157 0.2 0.182 0.189 0.196 0.174 0.167 0.158 0.174 0.178

Table 4.32 – Grid Search PCA Execution Time (ms) on Testing Data Set for Minimum Number of
Leaves for Random Forest Model (Number of Trees = 240; PC = 4)
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Fig. 4.19 – Leaf VS Average Time (ms) for PCA on Training Data (for Tree = 240)

Class TPR FPR TNR FNR

AS 0.870 0.138 0.862 0.130

ST 0.862 0.130 0.870 0.138

Table 4.33 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.865, PC = 4,
Number of Trees = 100, Min. Sample Leaf Size = 4)

Class TPR FPR TNR FNR

AS 0.870 0.172 0.828 0.130

ST 0.828 0.130 0.870 0.172

Table 4.34 – Confusion Matrix Random Forest Tree after PCA (Accuracy = 0.846, PC = 4,
Number of Trees = 240, Min. Sample Leaf Size = 4)
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Fig. 4.20 – Leaf VS Average Time (ms) for PCA on Testing Data (for Tree = 240)

4.1.4 Max Depth

We finish up the grid search by finding the optimal max depth value. We had set the max

depth value to its default value, which is to continue running until the leaves are pure. This

can be computational costly if the trees end up having too many levels [18], thus limiting

the sizes of the trees by fine tuning the mx depth parameter can decrease execution times.

To start off, we find the accuracy of the following values for the max depth: 10, 11, 12, 13,

14, 15, 16, 17, 18, 19, and 20. According to Table 4.35, the max depth that gave us the

highest accuracy was 20. Looking at the execution times, a max depth of 20 tends to take

longer than the other max depth values including the default value, however the difference

between the times is small and we chose to stick with a max depth of 20 since it offers the

best performance and combats overfitting with little cost in terms execution times.
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Max Depth Accuracy

10 0.827

11 0.788

12 0.827

13 0.846

14 0.827

15 0.808

16 0.808

17 0.846

18 0.846

19 0.846

20 0.865

Table 4.35 – Grid Search for Optimal Max Depth (Number of Trees = 100; PC = 4; Min.
Sample Leaf Size = 4))

depth Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

10 799.41 805.308 754.77 1137.594 979.342 782.834 748.345 774.022 794.495 755.503 833.162

11 831.774 841.092 788.939 1177.753 1171.694 800.02 782.921 827.363 803.92 789.909 881.539

12 832.673 819.224 800.861 849.508 1218.522 1185.249 812.735 863.449 808.912 803.03 899.416

13 838.492 870.748 829.602 844.288 937.538 1231.574 973.17 824.197 830.995 822.32 900.292

14 842.967 829.764 842.167 848.22 829.983 1202.896 1189.993 844.138 830.211 830.203 909.054

15 858.877 852.631 847.567 832.941 848.946 902.117 1193.488 1167.823 838.591 870.073 921.305

16 954.787 884.525 840.546 860.185 831.354 864.235 1113.057 1239.265 861.739 881.33 933.102

17 1299.627 881.253 855.996 842.671 865.155 861.611 843.458 1192.163 1248.616 840.048 973.06

18 1274.936 1245.802 875.989 836.992 861.835 863.149 867.188 889.99 1253.195 1034.745 1000.382

19 1126.781 1235.126 877.949 874.885 854.519 850.86 872.573 862.021 1198.836 1209.669 996.322

20 869.907 1272.559 1285.752 870.843 846.494 851.468 842.382 851.978 858.32 1199.903 974.961

Table 4.36 – Grid Search Model Training Execution Time (ms) for Max Depth for Random Forest Model (Number
of Trees = 100; PC = 4; Min. Sample Leaf = 4)
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Fig. 4.21 – Depth VS Average Time (ms) for Random Forest Tree Model on Training Data
(Number of Trees = 100; PC = 4; Min. Sample Leaf = 4)

depth Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

10 6.977 9.415 6.265 9.911 11.131 9.809 5.983 6.92 6.283 7.207 7.99

11 7.856 6.563 9.803 6.892 10.048 6.789 7.036 7.761 7.302 7.442 7.749

12 6.715 7.07 6.435 12.512 11.074 10.624 7.167 8.939 6.212 7.283 8.403

13 7.269 10.6 10.072 9.022 8.3 12.183 12.906 6.803 8.949 6.46 9.256

14 9.812 6.95 6.752 7.161 6.9 10.253 9.809 7.023 7.551 7.136 7.935

15 7.814 7.73 8.229 7.286 7.384 7.675 12.046 13.029 7.117 7.009 8.532

16 12.78 7.477 6.736 7.042 12.47 7.877 6.964 11.429 13.4 7.902 9.408

17 12.13 6.887 7.828 6.33 7.262 6.963 8.17 11.329 11.796 6.807 8.55

18 12.641 11.143 7.602 8.28 7.178 7.747 7.376 7.502 10.319 11.367 9.116

19 7.489 10.483 14.429 6.507 8.694 6.685 8.117 6.878 7.882 10.393 8.756

20 7.421 16.207 11.139 7.266 6.393 6.995 6.869 7.593 6.704 10.605 8.719

Table 4.37 – Grid Search Model Execution Time (ms) on Testing Data Set for Max Depth for Random
Forest Model (Number of Trees = 100; PC = 4; Min. Sample Leaf = 4)
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Fig. 4.22 – Depth VS Average Time (ms) for Random Forest Tree Model on Testing Data
(Number of Trees = 100; PC = 4; Min. Sample Leaf = 4)

depth Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

10 0.279 0.514 0.267 0.432 0.583 0.355 0.241 0.287 0.333 0.293 0.358

11 0.412 0.303 0.315 0.312 0.448 0.243 0.241 0.336 0.294 0.229 0.313

12 0.258 0.3 0.288 0.408 0.494 0.432 0.423 0.358 0.298 0.297 0.356

13 0.248 0.4 0.28 0.55 0.351 0.408 0.537 0.252 0.371 0.244 0.364

14 0.34 0.293 0.422 0.276 0.33 0.505 0.417 0.311 0.285 0.303 0.348

15 0.435 0.364 0.307 0.326 0.345 0.354 0.486 0.528 0.259 0.279 0.368

16 0.46 0.375 0.308 0.272 0.298 0.291 0.297 0.641 0.564 0.496 0.4

17 0.42 0.317 0.251 0.245 0.332 0.369 0.348 0.494 0.453 0.26 0.349

18 0.535 0.5 0.318 0.307 0.282 0.319 0.538 0.273 0.502 0.492 0.407

19 0.303 0.458 0.393 0.294 0.327 0.381 0.266 0.338 0.391 0.411 0.356

20 0.319 0.654 0.405 0.262 0.26 0.268 0.587 0.338 0.314 0.455 0.386

Table 4.38 – Grid Search PCA Training Execution Time (ms) for Max Depth for Random Forest Model
(Number of Trees = 100; PC = 4; Min. Sample Leaf = 4)
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Fig. 4.23 – Depth VS Average Time (ms) for PCA on Training Data ((Number of Trees =
100; PC = 4; Min. Sample Leaf = 4)

depth Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

10 0.279 0.514 0.267 0.432 0.583 0.355 0.241 0.287 0.333 0.293 0.358

11 0.412 0.303 0.315 0.312 0.448 0.243 0.241 0.336 0.294 0.229 0.313

12 0.258 0.3 0.288 0.408 0.494 0.432 0.423 0.358 0.298 0.297 0.356

13 0.248 0.4 0.28 0.55 0.351 0.408 0.537 0.252 0.371 0.244 0.364

14 0.34 0.293 0.422 0.276 0.33 0.505 0.417 0.311 0.285 0.303 0.348

15 0.435 0.364 0.307 0.326 0.345 0.354 0.486 0.528 0.259 0.279 0.368

16 0.46 0.375 0.308 0.272 0.298 0.291 0.297 0.641 0.564 0.496 0.4

17 0.42 0.317 0.251 0.245 0.332 0.369 0.348 0.494 0.453 0.26 0.349

18 0.535 0.5 0.318 0.307 0.282 0.319 0.538 0.273 0.502 0.492 0.407

19 0.303 0.458 0.393 0.294 0.327 0.381 0.266 0.338 0.391 0.411 0.356

20 0.319 0.654 0.405 0.262 0.26 0.268 0.587 0.338 0.314 0.455 0.386

Table 4.39 – Grid Search PCA Execution Time (ms) on Testing Data Set for Max Depth for Random
Forest Model (Number of Trees = 100; PC = 4; Min. Sample Leaf = 4)
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Fig. 4.24 – Depth VS Average Time (ms) for PCA on Testing Data (Number of Trees = 100;
PC = 4; Min. Sample Leaf = 4)

After conducting the grid search we decided that the optimal parameters are: 4 PC,

100 decision trees, a minimum sample leaf of 4 and a max depth of 20. We have seen that

increasing these parameters can result in a better performance, but the extend to which

it has to be increased to see a great improvement in performance causes the model to run

significantly longer. Thus we choose the set of parameters that had the fastest execution

time with the best performance.

4.2 Support Vector Machine

To find the optimal parameter set for SVM, we repeat a similar process as we did for the

Random Forest Tree classifier. We start off by finding the optimal PC and keeping the other

parameters constant. The kernel is set to ”rbf” and gamma is set to ”auto”. As seen in

Table 4.40, the confusion matrix performance is extremely poor. The TPR for AS and ST is
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extremely bias and shows that the model tends to classify videos as ST, resulting in a higher

TPR for ST and a low TPR for AS. Moreover, the FPR for ST is higher than we would like,

further demonstrating that the model would classify more videos as ST. Thus, we need to

implement PCA to try to improve the model’s performance. After implementing PCA and

determining the optimal PC, we found the optimal kernel and its parameters before finding

the optimal coefficient. Again, we run 10 trials of each potential parameter set to see and

compare the average execution times.

Class TPR FPR TNR FNR

AS 0.478 0.138 0.826 0.522

ST 0.862 0.521 0.478 0.138

Table 4.40 – Confusion Matrix for SVM before PCA (Accuracy = 0.69, kernel = rbf, gamma
= auto)

4.2.1 PC Grid search

We started the PC grid search by examining the accuracy of each potential PC while

the model’s kernel parameter was set to ”rbf” and the model’s gamma parameter was set to

”auto”. Preliminary analysis show that PC = 12, 20 and 24 produced the highest accuracy

(Table 4.41) of 0.808. However, we also examined the confusion matrices for PC = 8 and 16

to see whether its confusion matrix performs better than the higher valued PCs.

The confusion matrices for PC = 8 and 16 (Table 4.42 and 4.44) show poor performance

in the TPR for the ST class, which indicates there is a significant bias towards the AS class

and exhibits the model’s tendency to classify a video as AS. The confusion matrix for PC =

12 (Table 4.43 is only slightly better, but there is a bias towards the ST class as indicated by

the higher TPR for ST. As seen in Table 4.45 and 4.46, the confusion matrices for PC = 20

and 24 are identical, however out of all the potential options for the optimal PC we analyzed,

these 2 show the least amount of bias while maintaining relatively fast execution times. We

chose PC = 20 to continue with the other optimizing grid searches because it has the highest
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accuracy, shows the least amount of bias in its confusion matrix, and has a relatively fast

execution time (Table 4.53, 4.47, 4.54 and 4.48). Again, we see that the average time for the

lower PCs is slightly slower than some of the higher PCs. This could be due to the fact that

the testing data set is so small that there is small variations in execution times due to the

resources available on Google Colab Pro+. The difference is very minuscule in some cases,

but overall, PC = 20 offers the fastest execution time with the best performance in terms of

accuracy and its confusions matrix.

PC Accuracy

4 0.596

8 0.769

12 0.808

16 0.788

20 0.808

24 0.808

28 0.788

Table 4.41 – Grid Search for Optimal PC for SVM Model (kernel = rbf, gamma = auto)

Class TPR FPR TNR FNR

AS 0.609 0.103 0.897 0.391

ST 0.897 0.391 0.609 0.103

Table 4.42 – Confusion Matrix for SVM after PCA (Accuracy = 0.769, PC = 8, kernel =
rbf, gamma = auto)
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Fig. 4.25 – PC VS. Accuracy for SVM

Class TPR FPR TNR FNR

AS 0.700 0.103 0.897 0.304

ST 0.897 0.304 0.700 0.103

Table 4.43 – Confusion Matrix for SVM after PCA (Accuracy = 0.808, PC = 12, kernel =
rbf, gamma = auto)

Class TPR FPR TNR FNR

AS 0.696 0.138 0.862 0.304

ST 0.862 0.304 0.696 0.138

Table 4.44 – Confusion Matrix for SVM after PCA (Accuracy = 0.788, PC = 16, kernel =
rbf, gamma = auto)
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Class TPR FPR TNR FNR

AS 0.739 0.138 0.862 0.261

ST 0.862 0.261 0.739 0.138

Table 4.45 – Confusion Matrix for SVM after PCA (Accuracy = 0.808, PC = 20, kernel =
rbf, gamma = auto)

Class TPR FPR TNR FNR

AS 0.739 0.138 0.862 0.261

ST 0.862 0.261 0.739 0.138

Table 4.46 – Confusion Matrix for SVM after PCA (Accuracy = 0.808, PC = 24, kernel =
rbf, gamma = auto)

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 588.334 570.108 569.499 566.198 926.769 595.809 553.196 965.701 556.671 550.601 644.289

8 547.007 553.351 633.063 536.553 554.558 542.253 553.588 701.63 540.555 541.412 570.397

12 551.804 557.868 932.014 547.318 546.564 884.045 557.257 558.111 563.442 536.72 623.514

16 506.325 515.507 802.58 491.359 490.408 711.686 511.18 504.546 760.883 502.805 579.728

20 532.371 548.698 521.889 521.399 518.283 852.292 538.556 532.551 839.261 535.783 594.108

24 934.011 563.337 567.735 713.126 540.756 540.176 551.112 554.802 630.044 544.594 613.969

28 950.662 593.515 586.539 914.151 564.562 564.704 894.41 567.075 586.051 575.864 679.753

Table 4.47 – Grid Search Model Training Execution Time (ms) for Optimal PC for SVM (kernel = rbf,
gamma = auto)
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Fig. 4.26 – PC VS Average Time (ms) for SVM on Training Data

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 8.687 7.893 7.942 7.884 8.044 7.854 8.842 15.511 8.146 8.029 8.883

8 10.277 8.816 16.844 7.891 8.246 7.843 7.811 7.927 8.033 7.887 9.158

12 7.44 7.511 15.681 7.515 7.582 15.177 7.684 7.482 7.414 7.467 9.095

16 6.898 6.352 12.529 6.469 6.437 13.221 6.684 6.39 12.706 6.762 8.445

20 14.708 7.179 6.997 7.313 7.011 7.343 7.041 6.923 13.829 6.93 8.527

24 14.254 10.302 7.978 14.385 7.416 7.237 7.283 7.461 7.361 8.677 9.235

28 15.277 7.769 9.045 15.668 8.093 7.751 15.193 7.823 8.213 8.384 10.322

Table 4.48 – Grid Search Model Execution Time (ms) on Testing Data Set for Optimal PC for SVM
(kernel = rbf, gamma = auto)
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Fig. 4.27 – PC VS Average Time (ms) for SVM on Testing Data

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 49.2 22.217 20.041 20.082 36.229 24.075 20.699 40.509 20.46 38.022 29.153

8 22.973 28.24 20.512 23.038 22.565 19.749 20.013 34.243 19.971 20.411 23.172

12 24.113 23.023 35.058 22.958 41.348 40.617 23.438 19.635 20.435 19.671 27.03

16 40.264 19.952 34.674 20.042 20.901 47.282 21.244 23.782 35.854 20.113 28.411

20 19.749 20.81 21.035 19.944 19.913 36.742 23.249 20.703 35.394 19.848 23.739

24 36.35 21.609 21.86 19.956 20.477 19.822 20.65 20.464 45.254 19.901 24.634

28 35.689 23.917 20.064 50.357 20.469 20.063 22.164 21.815 20.254 20.707 25.55

Table 4.49 – Grid Search PCA Training Execution Time (ms) for Optimal PC for SVM (kernel = rbf,
gamma = auto)

70 California State University, Los Angeles



J.Nguyen

Fig. 4.28 – PC VS Average Time (ms) for PCA on Training Data

pc Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

4 6.244 2.094 1.906 1.965 1.939 1.921 1.87 3.152 2.035 1.889 2.502

8 2.666 1.898 2.991 1.861 1.895 1.941 1.857 1.896 2.253 1.871 2.113

12 1.903 1.875 2.821 1.978 1.933 2.755 1.85 1.906 1.864 1.887 2.077

16 1.985 1.903 2.818 1.91 1.941 2.914 2.293 2.034 2.769 2.825 2.339

20 2.534 1.866 2.066 2.01 1.869 2.789 1.923 1.864 2.768 1.857 2.155

24 3.005 1.915 2.105 3.285 1.903 1.817 1.889 2.499 1.847 2.02 2.228

28 3.34 1.964 2.417 2.792 1.975 1.853 2.886 1.854 1.93 2.795 2.381

Table 4.50 – Grid Search PCA Execution Time (ms) on Testing Data Set for Optimal PC for SVM
(kernel = rbf, gamma = auto)
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Fig. 4.29 – PC VS Average Time (ms) for PCA on Testing Data

4.2.2 Kernel Grid Search

For the kernel grid search, we look at the performance of the following kernels: linear,

polynomial, rbf and sigmoid. According to Table 4.57, the best performing kernel was the

polynomial kernel, followed by the rbf kernel. The polynomial kernel had the faster execution

time when compared to the rbf kernel (Table 4.53 and 4.54). Furthermore, when examining

the confusion matrix for the polynomial kernel (Table 4.52), there is less bias compared to

the confusion matrix for the rbf kernel (Table 4.45). Thus, we chose to use the polynomial

kernel as our optimal kernel.
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Kernel Accuracy

linear 0.670

polynomial 0.846

rbf 0.807

sigmoid 0.423

Table 4.51 – Grid Search for Optimal Kernel

Fig. 4.30 – Kernel VS. Accuracy for SVM

Class TPR FPR TNR FNR

AS 0.783 0.103 0.896 0.217

ST 0.897 0.217 0.783 0.103

Table 4.52 – Confusion Matrix for SVM after PCA (Accuracy = 0.846, PC = 20, kernel =
poly, gamma = auto, degree = 3)
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kernel Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

linear 1179.95 1204.19 1833.11 1198.13 1490.50 1181.80 1181.84 1250.11 1170.25 1823.33 1351.32

poly 560.36 544.10 558.73 555.55 840.60 543.85 549.92 540.80 566.54 860.48 612.1

rbf 555.16 530.43 537.30 574.7 834.53 531.09 775.54 538.06 535.87 546.92 596.0

sigmoid 970.88 1387.82 975.52 956.86 975.72 966.16 1398.38 957.68 954.82 973.70 1051.76

Table 4.53 – Grid Search Model Training Execution Time (ms) for Optimal Kernel for SVM (PC = 20, gamma =
auto)

kernel Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

linear 4.704 4.829 9.305 5.214 9.712 5.676 4.781 4.816 4.882 10.422 6.434

poly 3.96 3.914 3.891 3.905 7.23 3.956 4.071 3.992 4.147 6.683 4.575

rbf 7.855 6.944 7.097 6.937 14.117 6.956 13.679 7.114 7.005 7.281 8.498

sigmoid 8.545 13.978 8.376 8.853 8.327 8.808 12.644 8.291 8.366 8.412 9.46

Table 4.54 – Grid Search Model Execution Time (ms) on Testing Data Set for Optimal Kernel for SVM (PC =
20, gamma = auto)

kernel Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

linear 21.009 19.651 45.825 20.36 20.75 26.752 20.478 42.907 22.204 39.258 27.919

poly 20.473 21.252 20.712 20.468 40.328 21.838 19.601 44.985 20.985 33.482 26.412

rbf 19.663 27.112 23.12 20.211 53.327 20.528 20.304 19.725 19.971 22.746 24.671

sigmoid 22.178 20.593 26.112 33.39 20.581 19.661 51.026 19.848 21.43 22.028 25.685

Table 4.55 – Grid Search PCA Training Execution Time (ms) for Optimal Kernel for SVM (PC = 20, gamma =
auto)

kernel Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

linear 1.933 1.92 2.856 2.654 2.848 1.864 1.889 1.895 1.863 3.234 2.296

poly 1.867 1.863 1.866 1.866 2.762 1.927 1.884 1.949 1.88 3.141 2.101

rbf 1.886 1.842 1.889 1.868 2.816 1.887 2.839 2.269 2.114 1.899 2.131

sigmoid 1.946 2.83 1.906 1.855 1.982 1.974 2.823 1.865 1.884 1.858 2.092

Table 4.56 – Grid Search PCA Execution Time (ms) on Testing Data Set for Optimal Kernel for SVM (PC = 20,
gamma = auto)
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4.2.3 Optimal Degree for Polynomial Kernel

Since we chose the polynomial kernel for the SVM algorithm, there is an additional

parameter that we need to optimize, the degree of the polynomial. The sklearn library

has this parameter default value set to 3 [22], but we perform another grid search to see if

changing the degree would improve the performance and execution times. We test degrees

between 2 and 10. As shown in Fig. 4.31, the highest accuracy produced was from a degree

of 3. The other degrees did not produce an accuracy over 0.8, so we choose a degree of 3 to

continue with the grid search without looking at the execution times.

Degree Accuracy

2 0.750

3 0.846

4 0.769

5 0.769

6 0.711

7 0.692

8 0.654

9 0.654

10 0.654

Table 4.57 – Grid Search for Optimal Degree for Polynomial Kernel (PC = 20)

4.2.4 Kernel Coefficient

The SVM function in the sklearn library has one more parameter, gamma, that we can

try to alter to improve the performance of the optimal parameter set we found. The gamma

parameter has 2 inputs: ”auto” and ”scale”. The default value for this parameter was set to

”auto” which sets the the kernel’s coefficient to Eq. 4.6. We test to see if ”scale,” which sets

the coefficient to Eq. 4.7, can improve the confusion matrix of the parameter set we chose.
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Fig. 4.31 – Degree of Polynomial VS. Accuracy

As seen in Table 4.58, the accuracy did not change between ”auto” and ”scale.” Further-

more, the confusion matrix for ”auto” (Table 4.45) and ”scale” (Table 4.59 are the identical.

Thereby, we conclude that the coefficient does not really impact the performance of our

model.

γ =
1

nfeatures

(4.6)

γ =
1

nfeatures ∗X.var()
(4.7)
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Gamma Accuracy Execution Time (s)

auto 0.846 0.898

scale 0.846 0.845

Table 4.58 – Grid Search for Optimal Gamma Value for Polynomial Kernel (PC = 20, kernel
= poly, degree = 3)

Class TPR FPR TNR FNR

AS 0.783 0.103 0.896 0.217

ST 0.897 0.217 0.783 0.103

Table 4.59 – Confusion Matrix for SVM after PCA (Accuracy = 0.846, PC = 20, kernel =
poly, degree = 3, gamma = scale)

gamma Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

auto 688.946 852.508 554.391 587.695 543.445 539.245 546.091 661.223 860.746 552.923 638.721

scale 846.344 832.143 554.013 546.912 562.571 558.343 543.365 817.445 834.553 544.719 664.041

Table 4.60 – Grid Search Model Training Execution Time (ms) for Optimal Kernel Coefficient (gamma) for SVM
(PC = 20, kernel = polynomial, degree = 3)

gamma Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

auto 7.205 7.322 3.969 4.15 3.865 4.025 3.923 7.092 7.455 3.928 5.293

scale 7.231 4.494 3.919 3.883 3.965 4.112 3.951 7.207 3.881 3.852 4.65

Table 4.61 – Grid Search Model Execution Time (ms) on Testing Data Set for Optimal Kernel Coefficient (gamma)
for SVM (PC = 20, kernel = polynomial, degree = 3)

gamma Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

auto 27.466 34.454 20.926 20.991 19.559 21.863 19.92 22.294 35.108 20.087 24.267

scale 35.521 35.15 22.508 19.956 21.245 21.116 20.139 52.406 35.896 29.88 29.382

Table 4.62 – Grid Search PCA Training Execution Time (ms) for Optimal Kernel Coefficient (gamma) for SVM
(PC = 20, kernel = polynomial, degree = 3)
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gamma Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 Average

auto 3.091 2.868 1.864 1.894 1.85 1.921 1.821 2.824 2.959 1.912 2.3

scale 2.824 2.031 1.869 1.913 1.891 2.061 1.904 2.769 1.845 1.834 2.094

Table 4.63 – Grid Search PCA Execution Time (ms) on Testing Data Set for Optimal Kernel Coefficient (gamma)
for SVM (PC = 20, kernel = polynomial, degree = 3)

After conducting the grid search we decided that the optimal parameters are: 20 PC,

polynomial kernel of degree 3 and a gamma set to auto. The SVM can be further improved

since the optimal confusion matrix we determined still showed some bias towards the ST

class. Improvements can be done by increasing the data set or creating a kernel that was

not built into sklearn.

4.3 Comparison

Both the random forest classifier and SVM algorithms each have their own strengths and

weaknesses, especially when it comes to our purposes. As seen in Table 4.64, the random

forest classifier algorithm was able to produce a better accuracy then SVM, but SVM has

faster model execution time. The PCA times for SVM were longer than the random forest

ones because there were more PCs calculated (SVM used 20 PCs and the Random Forest

model used 4 PCs). However, the random forest model times were higher than the SVM

model times. This could be because the random forest algorithm requires to execute multiple

decision trees, whereas SVM finds one singular hyperplane. Furthermore, the SVM optimal

parameter set (Table 4.52) produced a more biased confusion matrix while the optimized

random forest model(Table 4.33) shows a more balanced confusion matrix. In general, while

both models offer some benefits, they can be improved with further work such as examining

their errors to see what affected the models ability to classify images.
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Evaluation Parameters Random Forest SVM

Accuracy 0.865 0.846

Avg. Model Test Time (ms) 12.468 5.293

Avg. Model Train Time (ms) 832.77 638.721

Avg. PCA Test Time (ms) 0.235 2.300

Avg. PCA Train Time (ms) 2.549 24.267

Table 4.64 – Random Forest and SVM Evaluation Parameters

Hyperparameter Optimal Value

PC 4

Number of Trees 100

Min. Sample Leaf 4

Max Depth 20

Table 4.65 – Optimal Random Forest Hyperparameters

Hyperparameter Optimal Value

PC 20

Kernel poly

Optimal Degree for Polynomial Kernel 3

Kernel Coefficient auto

Table 4.66 – Optimal SVM Hyperparameters

4.4 Classification Errors

We can get more insights on why the models failed to correctly classify some of the videos

by looking further into those specific cases. For each model, we look closely to at an example

where each class was incorrectly classified.
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For the random forest classifier, the model incorrectly classified Test Images ID 1 and ID

12. Test Image ID 1 (Fig. 4.32) is classified as AS but the model classified it as ST. Test

Image ID 12 (Fig.4.33) on the other hand was incorrectly classified as AS by the random

forest classifier. A possible reason these 2 models were incorrectly classified could be because

of the signer’s eyebrow placement. In these 2 images, the eyebrow placement of the signers

look very similar, whereas in typical ASL AS and ST sentences, the eyebrow placement is

slightly different. AS tend to have a more furrowed eyebrow placement while ST has a more

neutral looking eyebrow. In these 2 example cases, the eyebrows appear raised which could

have confused the model.

For SVM, the model incorrectly classified Test Images ID 25 and 44. Test Image ID 25

(Fig. 4.34) is classified as AS, but was incorrectly classified as ST. Test Image ID 44 (Fig.

4.35) was incorrectly classified as AS when it was actually ST. Similar to the random forest

example cases, the eyebrows in these 2 images could have interfered with the model’s ability

to correctly classify it. In this case, the 2 example cases for SVM show a more neutral but

slightly raised eye brow placement, which is different from the typical eyebrow placement of

AS and ST sentences. This placement again could explain why SVM could not classify these

cases correctly.

Interestingly, the 2 example error cases from each model was correctly classified by the

other model. This could indicate that some models are better at classifying specific types of

sentences, but further research is required to know for sure. However, there was 1 test case

that both models incorrectly classified. Test Image ID 33 (Fig. 4.36) was classified as AS,

but was actually ST. This could be due to the misalignment in the coordinates derived from

Dlib. As seen in Fig. 4.36, the signer had his eyes closed and his head tilted back, causing

a slight error in the coordinates derived from the Dlib model. This could have caused both

models to incorrectly classify this image.
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Fig. 4.32 – Test Image ID 1

Fig. 4.33 – Test Image ID 12
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Fig. 4.34 – Test Image ID 25

Fig. 4.35 – Test Image ID 44
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Fig. 4.36 – Test Image ID 33
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CHAPTER 5

Conclusions and Future Directions

Real time language interpreting models have been proven very useful in today’s society,

as it works to reduce the language barrier among people and is more accessible due to the

advancement of mobile technology. However, current real time ASL interpreting models are

limited due to them being based solely on hand gestures and not taking into account facial

expressions, which play a fundamental role in ASL syntax. Furthermore, other attempts

at integrating facial expressions into real time ASL interpreting models such as generating

a facial mesh [33] or creating normalized facial distances between key points [19] are quite

computational expensive and would not work very well on mobile and embedded devices.

In our project, we have proposed creating a computational efficient sentence classification

model that will supplement these current hand gesture based ASL interpreting models.

For our project, we propose a new, computational efficient way to quantify facial ex-

pressions and we use this new way to train 2 different classification models to see how well

each one would perform. Initially, the models are trained to classify 2 types of sentences:

assertions and statements. We quantify facial expressions by calculating the angles between

key facial points and reduce dimensionality with PCA. From there, we implement 2 types

of classification models (random forest classifier and SVM) to see how well each one would

perform.
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Further directions for this project include expanding the data set and its capabilities to

classify all 8 sentences present in ASL syntax. This project is currently able to classify 2

sentences types and to achieve real time ASL interpreting, all 8 sentences has to be classified.

To do so, we need to expand and diversify the data set. The dataset needs to have enough

data so that all 8 sentence types are represented and be diverse in the type of signers (i.e.

native, beginner, left handed, different ethnicities) so that the model trained will be able to

handle a more diverse user set.
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